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1. Overview 
In February, 2014, VMware achieved a major milestone toward meeting the goal of running its own IT 
operations on VMware technology. This goal was achieved by completing the full virtualization of its 
business applications, including Oracle RAC (Real Application Clusters) databases. 

The release of vSphere 5.5 offered increased capabilities of vertically scaling of virtual machines with up 
to 64 vCPUs and 1 TB of RAM. This support for larger virtual machines (VMs) combined with vSphere’s 
high performance capabilities made vSphere a great platform for running large Oracle RAC database 
clusters such as those in VMware's IT operations. 

This project was part of VMware on VMware (VoV), an effort that leverages VMware’s own technology to 
run VMware’s IT operations. VoV is helping transform VMware IT into a service organization – operating a 
virtualized computing environment that offers flexibility and cost savings that equals and, in many cases, 
exceeds the performance, reliability and resiliency of its physical predecessor. 

The Oracle RAC virtualization project touched much of the organization, including teams from VMware IT, 
Global Support Services (GSS), the Professional Services Organization (PSO), Research & 
Development, and Continuing Product Development (CPD).  

2. Benefits 
The following benefits were realized by virtualizing VMware’s IT Oracle RAC databases: 

• A powerful use case for VMware. 
• Lower capital and operating costs. 
• Maximized use of hardware resources without compromising application performance. 
• 100% virtualization in IT Production footprint using VMware product. 
• A major step toward Cloud-ready architecture. 
• Increased agility, efficiency, scalability, and availability to support VMware’s rapid growth. 
• Efficient provisioning of new Oracle RAC cluster using VM template and Oracle cloning. 
• Simplified DR (Disaster Recovery) solution using VMware SRM (Site Recovery Manager). 

3. Success Criteria 
The following success criteria are essential in the virtualization of VMware’s IT Oracle RAC databases: 

• No compromise in performance after the transition from physical to virtual. 
• Minimal service disruption during the transition from physical to virtual. 
• Backups and reporting must be offloaded from production and continue to meet current SLA. 
• No reduction in resiliency. 
• Must enhance/simplify current disaster recovery solution. 
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4. VMware Solution 

4.1 Oracle E-Business Virtual Solution 
The Oracle E-Business Virtual Solution is illustrated in the following diagram, with the components still 
running on physical servers highlighted in yellow: 

 

We validated the reference architecture with a 5 Node RAC database running E-Business Suite (EBS) 
11.5.10.2 on the following infrastructure: 

• Oracle Linux Server release 6.2 (64 bit) 

• Oracle Database 11g Enterprise Edition Release 11.2.0.3.0 – 64 bit Production 

• Oracle Grid infrastructure 11.2.0.3.0 – 64 bit Production 

• Each VM has 24 vCPUs and 256GB memory 

• Virtual RDM (Raw Device Mapping) is used for database storage 

• VMDK (Virtual Machine Disk) is used for OCR and Voting disks 

• Jumbo Frames are used for Oracle InterConnect 

There are three concurrent manager servers running with the following specifications: 

• Oracle Linux Server release 5.7 (32 bit) 
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• Each VM has 8 vCPUs and 32GB of memory 

There are six internal application servers and one external application server running with the following 
specifications: 

• Oracle Linux Server release 5.7 (32 bit) 

• Each VM has 2 vCPUs and 8GB memory 

There are three separate Oracle Discoverer servers (10.1.2.55.26) running with the following 
specifications: 

• Oracle Linux Server release 5.7 (64 bit) 

• Each VM has 2 vCPUs and 4GB of memory 

There is a 2 node RAC Active Data Guard running on the following infrastructure: 

• Oracle Linux Server release 6.2 (64 bit) 

• Oracle Database 11g Enterprise Edition Release 11.2.0.3.0 – 64 bit Production 

• Oracle Grid infrastructure 11.2.0.3.0 – 64 bit Production 

• Each VM has 12 vCPUs and 64GB memory 

• Virtual RDM is used for database storage 

• VMDK is used for OCR and Voting disks 

• Jumbo Frames are used for Oracle InterConnect 

The Reporting Environment is comprised of: 

• A single node database 

o Oracle Linux Server release 6.2 64 bit with 12 vCPUs and 64GB memory 

• 3 node App and Discoverer servers 

o Oracle Linux Server release 5.7 32 bit with 4 vCPUs and 8GB memory 

• 1 node concurrent manager 

o Oracle Linux Server release 6.2 64 bit with 12 vCPUs and 64GB memory 

The Backup Environment is comprised of: 

• Oracle Linux Server release 6.2 (64 bit) 

• 12 vCPUs and 64GB memory 
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Multiple custom services are defined in RAC to distribute the load across different nodes. Node1 and 2 
primarily handle OLTP; Node3, 4, and 5 handle batch jobs and reports, as shown in the following table: 

 

4.2 Server and Storage Hardware 

 

The server and storage hardware utilized in this implementation is described in detail here: 

• Server Hardware 

o 6 HP Blade BL660c Gen 8 Server 

 4 Sockets x 8 Cores (32 Cores, 64 Threads) 

 512GB DDR3 Memory 
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 2 x 2-Port FlexibleLOM Adapters 

o Smart Array P220I Controller 
• Local Disk RAID 1/Raid 1+0, 279GB Capacity 

o 2 HP Virtual Connect Flex-10/10D Modules 
o 2x8GB Brocade SAN Switches 
o Dual-Port 8GB Qlogic HBA (Host Bus Adapter) 

• Storage Hardware (Not Dedicated) 
o SAN Fabric: Brocade DCX 8510 16GB (Dual-Fabric) 

o EMC VPLEX VS2 4 Engine: Virtualized Storage (FrontEnd) 

o EMC Symmetrix VMAX-40 8 Engine (BackEnd) 

 Device Types: EFD, R10K SAS, SATA 

 Fully Automated Storage Tiering for Virtual Pools (FAST VP) 

 FAST VP 20 EFD/100 SAS and 80 SATA 

 1 TB Standard for Database RDM DB 

 

5. VMware Products and Features Used 
The following VMware products and features were used in this implementation: 

• VMware vMotion – VM mobility enabled us to do online maintenance and infrastructure 
upgrades. 

• VMware DRS (Distributed Resource Scheduling) – provided automated resource balancing 
based on real-time resource usage. Anti-affinity rules deployed to achieve system distribution 
over multiple hosts in an application cluster. 

• VMware HA (High Availability) – automated system restart/recovery when host failure/isolation 
occurs in the cluster. 

• Hot-plug – for CPU, memory and storage.  

• VMware vCenter SRM (Site Recovery Manager) – used along with EMC RecoverPoint 
technology for disaster recovery solution. 

• vSphere API – used mainly for automated disk management - for example, detach and attach 
disks when data is replicated and refreshed.  

• vCenter Operations Manager – for vSphere monitoring. 
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6. VM Configuration 

6.1 Preparation 
Begin by disabling any unused services and remove any unused hardware. Ensure that the hardware 
meets the requirements described in this section. 

6.2 CPU Considerations 
Follow these CPU-related guidelines to achieve the best results: 

• ESXi NUMA scheduling and memory placement are enabled automatically on a system with a total 
of at least 4 CPU cores and at least two cores per NUMA node. VMs with the number of vCPUs 
less than or equal to the number of cores in each NUMA node should be assigned to cores all 
within a single NUMA node to achieve low memory access latency (subject to memory availability). 

• VMs with a vCPU requirement above available core per node but lower than available thread 
(hyper-threaded processor) can potentially benefit from using local processors with local memory 
instead of full cores with remote memory access (numa.vcpu.preferHT) 

• By default, ESXi tries to place the VM in as few NUMA nodes as possible. However, if the 
application is memory bandwidth sensitive instead of memory latency sensitive, splitting up the 
vCPU over multiple NUMA nodes might be beneficial (numa.vcpu.MaxPerMachineNode) 

• Virtual NUMA: ESXi 5.0 exposed NUMA topology to the guest level. This is enabled for a VM with 
more than 8 vCPUs. vNUMA can be enabled on smaller VMs (numa.vcpu.min). Assignment of 
vCPU sockets and cores needs to align with the physical NUMA boundary. For example, if your 
NUMA node has 8 cores, size the VM with integer divisors or multiples of 8 vCPUs. 

• N%L value in esxtop indicates whether memory is local to the NUMA node (esxtop  m  f  g 
 enter  V). Anything less than 80% is indicative of non-optimal, remote memory access. 

6.3 BIOS Settings 
Follow these BIOS-related guidelines to achieve the best results: 

• Disable power management 

• Enable hyper-threading 

• Enable hardware-assisted virtualization features (VT-x, EPT) 

6.4 Memory Settings 
Follow these memory-related guidelines to achieve the best results: 

• Use HugePages, a method for creating larger page size, in the guest OS to reduce the TLB 
(Translation Lookaside Buffer) overhead. To accomplish this, configure HugePages to be equal to 
the SGA (System Global Area) size. 

• In order to avoid an expensive swapping overhead in the guest OS, the following parameter needs 
to be set: 
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vm.swappiness = 0 in /etc/sysctl.conf 

• Memory Reservation - Reserve memory equal to the size of the Oracle SGA, PGA, plus 
background processes. 

• TPS - Disable transparent page sharing to reduce memory access/comparison overhead (add to 
.vmx file): 

sched.mem.pshare.enable = FALSE 

6.5 Network Settings 

6.5.1 Use vmxnet3 Driver 
The vmxnet3 driver is the 3rd generation paravirtualized virtual network adapter introduced in vSphere 4. 
There are multiple versions of vmxnet3 drivers. An open-source version of it was introduced in Red Hat 
(and its clones) 6.0. In some cases, you may need to overwrite the in-box driver with the VMware-tools 
included drivers, for example, for Large Receive Offset (LRO) support or availability of tunable module 
parameters. 

# ./vmware-install.pl –clobber-kernel-modules=vmxnet3 

6.5.2 Enable Jumbo Frame for the RAC Heartbeat Link 
• To enable use “ifconfig”. 

• To hardcode, look at the ifcfg-ethX config file. 

• To test, use ping with size jumbo (-s) and no fragmentation (-M): 

[root@node1 ~]# ping -c 1 node2 -M do -s 8000 

• Disable dynamic coalescing to reduce latency on the network links for all vNICs (.vmx file change). 
For example: 

ethernet0.coalescingScheme = disabled 

6.6 IO Settings 

6.6.1 Use Paravirtualized SCSI Controller (pvscsi) 
This option is useful when IO load is high (2000+ iops). Refer to the “Disk Presentation” section for 
additional information. 

6.6.2 Use "NOOP" IO Scheduler Per Block Device 
Execute the following command, replacing “{DEVICE-NAME}” with your block device name: 
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echo noop > /sys/block/{DEVICE-NAME}/queue/scheduler 

Alternatively, use the system-wide "elevator=noop" on the boot argument line (/etc/grub.conf): 

elevator=noop 

7. vSphere Configuration 
In general, the underlying infrastructure configuration should follow our best practices. As we worked 
through the performance and longevity tests, we adjusted certain vSphere settings along the way to 
achieve the best results. The guidelines are as follows: 

• Increase the outstanding IO queue per device. 

• Make sure the adapter queue depth is at 64, which is now the default for vSphere 5.5. 

• Make sure bandwidth is sufficiently allocated along the path and spread out so that there are no 
gating factors in between. For example, the edge switch to the core switches should never 
experience gating factors. All IO traffic goes upward to the edge switches and then to the core 
switches. If there are only 2x8GB ISLs between the edge and the core switches, the throughput 
might get clamped down significantly. The same principle will apply to the network layer if heavy 
traffic flows out of the chassis. 

8. Shared Disk Creation 
In light of the amount of data the EBS database requires, we will use RDMs for EBS RAC, then move the 
data over to VMDKs using ASM re-balancing if needed. For smaller RAC databases (such as IDM and 
SOA), database import will satisfy the narrow cutover windows and therefore shared VMDKs can be 
used. What follows are some details on how to create RDM and VMDK disks. 

8.1 Virtual RDM 
We will be using virtual mode RDMs for EBS RAC DBs to comply with the official VMware support 
guidelines. Do not use passthrough/physical RDMs pending this RPQ filed with CPD. 

• Disk creation only needs to be done once for the 1st VM in the RAC. The rest of the VMs will 
reference the same VMDK pointer. 

• Disk creation can be done either through the vSphere client GUI or the ESXi shell. The ESXi shell 
is recommended at this moment due to the fact that one can customize the naming of the VMDKs 
and their location of placement. This is important because our automation scripts are only looking 
for disks with certain patterns and located in particular folders. 

o GUI: Edit settings  Add  Hard Disk  Raw Device Mapping  choose the disk (use 
NAA, hostID, etc., as identifier)  Store with VM  Virtual Mode  choose virtual device 
node  Finish. 

 By default, the RDM filter will prevent the raw Logical Unit Number (LUN) from showing 
up in the VC client "add storage" view once the RDM is in use. If you would like to see 
the LUN again, you can set this in VC advanced settings, as follows: 
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config.vpxd.filter.rdmFilter = FALSE 

o Shell: first identify the NAA ID of the LUN and change it to the VM folder, It would typically 
look something like this: 

/vmfs/devices/disks/naa.600508b1001c470f8aa257462b68da47 

With that you can then run this command to create the VMDK pointer: 

vmkfstools -a lsilogic -r /vmfs/devices/disks/naa.XXXX 
asmX.VMDK 

8.2 VMDK 
Shared VMDK disks need to be Eager Zeroed Thick virtual disks. 

• Disk creation only needs to be done once for the 1st VM in the RAC. All the rest of the VMs will be 
referencing the same VMDK. 

• Disk creation can be done either through the VC client, or on ESXi shell (or potentially other means 
as well). 

• GUI: Editing settings  Add  Hard Disk  Create a new virtual disk  Choose proper size, 
choose 'Thick Provision Eager Zeroed', and either "store with virtual machine" or "Specify a 
datastore..."  choose a proper virtual device node. 

Note: The web client is similar, but make sure you expand the new disk so that you can see all options 
and be able to edit as needed. 

• Shell: change to the datastore where the VMDK will be residing, create a folder named after the 1st 
VM in the RAC and run this command in that folder: 

vmkfstools -d eagerzeroedthick -cxxxxxG -a lsilogic 
disk_name.VMDK 

9. Disk Presentation 

9.1 Controller Configuration 

9.1.1 Use Paravirtualized (pvscsi) Adapter 
pvscsi adapters are high performance storage adapters that can result in greater throughput and lower 
CPU utilization. pvscsi is supported in RH 6.x for both data and boot disks. However, we need to verify if 
OEL distribution includes the same driver. Use "LSI Logic Parallel" for boot disk (living on controller 0 
typically). 

• To use paravirtual SCSI adapter: Edit VM settings  choose the SCSI controller  click "change 
type"  click "VMware paravirtual"  click OK. 

• Make sure to install/upgrade tools. VMware tools include the pvscsi driver for OS. 
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• Do NOT use bus sharing. Bus sharing kills vMotion capability. 

9.2 Independent Disks 
Always attach the VMDK as “independent disk.” Snapshot is not supported on multi-writer enabled disks. 

9.3 Enable Multi-Writer 
The Multi-Writer flag on a disk is required to enable sharing among multiple VMs. (See VMware KB 
#1034165 at http://kb.vmware.com/kb/1034165.) The Multi-Writer flag essentially disables disk locking by 
individual VMs so that multiple VMs can write to the shared VMDK. This flag is required on every VM that 
shares the disk. Basically you need to edit the .vmx files for all VMs. This flag is enabled per shared disk. 
So if you have 10 shared disks, you would have to enable the Multi-Writer flag for each of the 10 disks. 

To Enable: Edit settings  Options  General  Configuration Parameters  Add row and add this (the 
X:Y here is the virtual device node on which you attach the VMDK to the VM). 

scsiX:Y.sharing = multi-writer 

• One can also edit the .vmx file directly. The interaction and synchronization between the hosts and 
VC can be a bit tricky and therefore this approach is not recommended. If you do decide to edit the 
.vmx file directly, make sure to force a reread of the .vmx file by reloading the VM using the 
following command: 

vim-cmd vmsvc/reload VMID 

• The Multi-Writer flag can also be managed via the vSphere API, allowing online operations. For 
details, see the vSphere API. 

9.4 Enable Disk UUID 
With the Universally Unique Identifier (UUID) enabled on VMDKs, disks can be identified easily. This 
parameter is system wide (as compared to the Multi-Writer flag which is per disk only). Set this in the 
.vmx file, as follows: 

disk.enableUUID = "true" 

9.5 Disk Configuration with Udev 
Customizing the disk label has proven to be unnecessary in most cases, as Automatic Storage 
Management (ASM) manages its disk members and tends to label its member as needed. Complicating 
the matter is that sometimes when storage admins re-sync the data, the disk mapping is not strictly 
adhered to. 

• Label disks appropriately, for example, with user-friendly names like /dev/datardm01, 
/dev/datardm02, etc. 

o Label disk based on UUID so that the disks are always presented correctly, regardless of the 
virtual device node attachment point. 

http://kb.vmware.com/kb/1034165
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 UUID for a physical passthrough device is the device NAA, this is not true for virtual mode 
RDMs. 

 UUID of a virtual RDM or VMDK device from ESXi host: 

vmkfstools -J getuuid XXXX.VMDK 

• The NAA of an RDM disk (virtual or physical) can be obtained by: 

vmkfstools -q xxx.rdm 

• UUID of a disk from OS: 

scsi_id -p 0x83 -gs /dev/sdX 

Or, on RH 6.x.: 

scsi_id -gud /dev/sdX 

Or: 

udevadm info -q symlink -n /dev/sdX 

o Do not label by SCSI bus ID. This makes it cumbersome to detach/re-attach disks at will. 

o Do not label by device path. Device paths are not necessarily persistent across system reboots. 

• New udev rules should be enabled by calling udevadm. 

o udevadm control --reload-rules followed by udevadmin trigger 

o Sometimes start_udev is also helpful. 
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10. Oracle Database 11g R2 RAC Deployment 

10.1 Deploying New Oracle Database in Virtualized Environment 
This section describes the deployment of Oracle Database 11g R2 RAC in a virtualized environment. 
After installing the guest OS OEL 6.2 64-bit in each of the RAC nodes, verify that all the required RPMs 
are installed as part of the guest OS installation, which is required for the Oracle Database 11g R2 RAC 
installation. 

For more information on pre-installation tasks, such as setting up the kernel parameters and RPM 
packages and creating users, see: 

http://download.oracle.com/docs/cd/E11882_01/install.112/e10812/prelinux.htm 

The following is short list of key settings for Oracle RAC on vSphere: 

• Memory Reservations (reduce the overhead to the memory access) 

o The EBS application is an IO intensive application. Therefore, increasing the size of the SGA 
will help to reduce the IO. In our case, we increase SGA from 38GB to 62GB after we migrate 
to virtual. 

o Configure reservation based on the size of the SGA + 2 times Aggregate PGA Target + 500MB 
for the OS. 

• Network – Dynamic Coalescing (RAC) 

RAC databases are especially sensitive to interconnect latencies. And the network is generally 
segregated and does not benefit from coalescing. In this case, for the interconnect network card, 
this feature should be disabled. 

• Disable dynamic coalescing to reduce latency on the network links for all vNICs (.vmx file change). 
For example: 

ethernet0.coalescingScheme = disabled 

• Configuring HugePages 

Note: HugePages is a method for creating a larger page size, which is useful for working with very 
large memory. For Oracle Databases, using HugePages reduces the operating system 
maintenance of page states and increases the translation lookaside buffer (TLB) hit ratio. 

o Configure HugePages to be equal to the SGA size. 

• Kernel parameters for RAC node. 

• In order to avoid an expensive swapping overhead, the following parameter needs to be set: 

vm.swappiness = 0 in /etc/sysctl.conf 
 

  

http://download.oracle.com/docs/cd/E11882_01/install.112/e10812/prelinux.htm
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Sample Kernel Settings for RAC Node 
vm.nr_hugepages = 32768 
 

       kernel.shmmax = 137438953472 
kernel.shmmni = 4096 
kernel.shmall = 16777216 
kernel.sem = 3010 1204000 3010 400 
kernel.domainname = vmware.com 

       kernel.pid_max = 139264 
kernel.msgmni = 2878 
kernel.msgmax = 65536 
kernel.msgmnb = 65536 
 
net.ipv4.ip_local_port_range = 9000 65500 
net.core.wmem_max = 16777216 
net.core.rmem_max = 16777216 
net.core.rmem_default = 4194304 
net.core.wmem_default = 262144 
 
sunrpc.tcp_slot_table_entries = 128 
net.ipv4.tcp_rmem = 4096 524288 16777216 
net.ipv4.tcp_wmem = 4096 524288 16777216 
 
fs.file-max = 6815744 
fs.aio-max-nr = 3147258 
vm.swappiness = 0 
net.ipv4.tcp_sack = 1 
vm.min_free_kbytes = 51200 

Installing the Oracle 11g R2 Grid Infrastructure is not within the scope of this document. Please refer to 
the link below for a complete installation guide for the Oracle Grid Infrastructure: 

http://docs.oracle.com/cd/E11882_01/install.112/e22489/crsunix.htm#CWLIN315 

 

11. Migrating Physical RAC to Virtual RAC 
The following steps were performed to achieve the switchover to virtual RAC with minimal downtime: 

• Installed 11.2.0.3 Grid and database software on 5 node cluster on VM. 
• Applied the latest PSU patch and required performance patch. 
• Allocated the same amount of storage to 5 node RAC virtual cluster. 
• Used EMC TimeFinder clone to sync the data from physical to virtual. 
• Setup Data Guard on virtual RAC nodes. 
• During downtime, performed Data Guard switchover. (30 minute database downtime) 
• Cleaned up FND nodes and ran AutoConfig on new database servers. 

http://docs.oracle.com/cd/E11882_01/install.112/e22489/crsunix.htm%23CWLIN315


 

VMware Information Technology 

Oracle RAC Virtualization Technical Case Study 
 

 

 

© 2014 VMware, Inc. All rights reserved. 

Page 14 

 

• For CCM (Concurrent Manager) and application servers, shared appl_top is used. During 
downtime, mounted the same NAS share to new VMs, then followed Oracle support note 
233428.1 to complete the migration.  

12. Reporting Refresh & Backup Solution 

12.1 Refresh the Reporting Environment 
We have a separate EBS reporting instance that consists of one single-node database, one concurrent 
manager server, and three application servers. With a business requirement of a two hour downtime 
window to perform daily refresh of the reporting instance end-to-end, we perform a daily refresh from 
production using automated scripts. A master script automatically performs the following steps: 

1. Shutdown reporting instance. 

2. Perform storage sync. 

3. Recover, Rename database to reporting instance name, and open database. 

4. Run autoconfig on database, concurrent manager, and application servers. 

5. Run custom update scripts to clean up CCM queue, e-mail alerts, etc. 

6. Bring up concurrent manager services and application services. 

12.2 Backup Solution 
We developed a comprehensive backup solution that will create a backup of a 13TB database in 5 hours. 
This is a significant reduction in time compared to the 11 hours required to backup the physical database. 
The steps that are executed are as follows: 

1. Implement full backup on the dedicated virtual backup server. 

• Install single-node 11.2.0.3 Grid infrastructure and database software. 

• Allocate the same amount of storage as on the production server. 

• Use a master script that will automatically perform: 

o Storage sync from production host to backup host. 

o Mount Database. 

o Perform the RMAN backup to Data Domain using EMC Networker. 

2. Archivelog backup twice daily on primary RAC nodes using EMC Networker. 
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13. Disaster Recovery 

 
 

VMware Disaster Recovery Solution: 

• Recovery site is located 800 miles away from Primary site 

• EMC RecoverPoint Replication leveraging EMC VPLEX RecoverPoint splitter 

• Cisco OTV deployed to extend Layer 2 network to the Recovery data center 

• Simplified recovery using VMware vCenter Site Recovery Manager 

14.  Testing and Performance 

14.1 Establishing a Performance Baseline 
The virtualization of the Oracle RAC databases began in October, 2013. Before the virtualization, a 
snapshot of the code base was taken. This was the code base of the physical after it went through and 
passed the load test cycle. 

14.2 Testing Overview 
The migration from physical to virtual went through a rigorous and comprehensive testing process, 
including QA functional, regression, performance, endurance, and resiliency testing cycles. Testing 
focused on comparing virtual performance against that of physical clusters, with the virtual environment 
set up with similar specifications to the existing production (physical) Oracle RAC database. 
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14.3 Functional Tests 
The following functional tests were executed: 

Test Coverage Type of Test Portals Considered in Execution 

EBS Internal Modules EBS (Automation/Manual) 
testing 

Execute the existing EBS regression suite. 
SC, OM, AR, PO, AP, GL, CM, FA, VPP,  Eclipse, 
PER VM, Keystone, Niagara, Term License 

3rd Party Integration 
(which will interact w/ EBS 
System)  

EBS Manual execution 
covering major scenarios 

EDI, Iexpenses, Bookings 2.0,Trade Beam, Change 
Point,Blackline, Discoverer Reports, OM/SC Reports, 
EDI Conc. Program Reports & Email validations, 
Workflow Emails, Cyber source – Credit card Order  

End to End Smoke Test 
for customer facing 
portals that interact with 
EBS DB 

Portal (Automation/Manual) 
Testing covering P1 test 
scenarios only 

EMS, ISV, OEM, DR, Admin, Support,  Flex, 
Downloads, VPP, Partner Eval, Public EVAL, 
Beta.Next, Communities, SCA, Model N 

End to End Smoke Test 
Scenarios from SFDC 

SFDC Manual Testing 
Will be covering Smoke Test 
scenarios only 

Admin, EMS, NFR Orders, UCM, Partner Sync, 
Update Contact, IVR 

3rd Party Integration 
(which will interact with 
EBS System)  
 

Manual testing by BA 

Citi - Iexpense & CFX, Wellsfargo, FieldGlass , CDW 
and Dell Punchout, RevStream, Commissions, 
GetPaid  
Custom.pll – iSupplier, Vertex Validations, My Learn 
(PMO), Work day, BI, E-Trade, Zoomax, HRMS -- 
User creations, MnA Interfaces 

14.4 Performance Tests 
IT ran 350 test cases with up to 2,000 concurrent users and reached up to 567 orders placed per hour. 
These tests were designed to simulate the kind of activity that occurs at a typical quarter-end. Peak load 
times were also tested with up to 4,000 concurrent users and 1,134 orders placed per hour.  

In addition, the team replicated a product launch, simulating the maximum load an environment might 
experience when, for example, a flood of customers start buying or downloading a new product after 
launch. Testing allowed for 3,000 concurrent users with more than 1,400 orders placed per hour. 

Performance was measured by the number of transactions pushed, the number of concurrent users, 
transaction response time, and percentage of degraded and failed transactions. Response times from 
performance test results were comparable and within acceptable range for both performance and 
endurance tests. 
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See the table below for a full list of the tests that were executed: 

Test Load Detail 

1XQE (normal day-to-day load during quarter 
end) 

• 350 Test Cases, 4,677 Atomic Transactions 
• 2,000 Concurrent Users, 567 Orders/hour Placed  

2XQE (double the day-to-day load during 
quarter end) 

• 350 Test Cases, 4,677 Atomic Transactions 
• 4,000 Concurrent Users, 1,134 Orders/hour Placed  

Product Launch (the load that might be 
experienced during a product launch) 

• 350 Test Cases, 4,677 Atomic Transactions 
• 3,000 Concurrent Users, 1,432 Orders/hour Placed  

Endurance Test (1X normal day load, 72 
Hours) 

• 350 Test Cases, 4,677 Atomic Transactions 
• 2,000 Concurrent Users, 567 Orders/hour Placed 

14.5 Resiliency Tests 
Resiliency test cases were executed under various system loads, with SoapUI PRO calls, HP 
LoadRunner 9.1 injecting 350 test cases and 4,677 atomic transactions using 2,000 concurrent users and 
transactions generated using QTP (Quick Test Professional) Tool, and the Mercury Interactive Functional 
Testing Tool. The following scenarios were tested: 

• Public NIC Failure/Interconnect NIC Failure 

• Storage path failure (disable one path) 

• Network driver failure on master or slave node 

• Use vMotion to live migrate all RAC nodes to different hosts 

• CRSD/EVMD/CRSDD Process Failure 

• RDBMS Process Failure 

• ASM Instance failure (Unplanned) 

• Scan Listener/Listener Failure (Unplanned) 

• Multiple Instance Failure (Unplanned) 

• Planned Instance Termination 

• Rebooting RAC node/Power-off one node 

• CCM server failure 
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14.6 Performance Results - Physical vs. Virtual 
OLTP Transaction performance and Concurrent Job performance in the virtual system meets or exceeds 
the physical performance results. Detailed performance results for several different measurement criteria 
are described in this section. 

14.6.1 Memory Utilization Percentage Comparison 
The graph below depicts the Memory Utilization using a physical RAC architecture versus a virtual RAC 
architecture at month end and quarter end. Memory Utilization generally increased after virtualization 
because, while memory allocation was not altered, the SGA Size was adjusted on the virtualized 
instance, increasing from 38GB to 64GB after nodes were virtualized, which is why memory readings are 
higher after nodes were virtualized. 

 

14.6.2 DB Single Block Disk Read Time (ms) Comparison 
The graph below depicts Single Block Read performance using a physical RAC architecture versus a 
virtual RAC architecture at month end and quarter end. Virtual nodes generally show equal or better read 
performance after the cache is normalized. 
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14.6.3 Batch Jobs Performance Comparison 
The graph below depicts the average Batch Job Run Time (in minutes) using a physical RAC architecture 
versus a virtual RAC architecture at month end and quarter end. Long-running concurrent jobs generally 
complete faster after RAC virtualization. 
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15. Challenges and Resolutions 
1. Network Latency between VMs 

Symptom:  Network latency was experienced during performance testing. 

Cause:  There is an OEL (Oracle Enterprise Linux) 6.2 LRO issue related to the inbox vmxnet3 
driver. Until OEL releases a patch for the issue, you can refer to the next section for a 
resolution. 

Resolution:  1. Overwrite the default inbox driver with VMware's vmxnet3 driver. 

  2. Disable LRO in the Hypervisor. 

2. Outstanding IOs (disk SNRO) 
Symptom: I/O performance degradation 

Cause: Default value for the Maximum Outstanding Disk Requests for Virtual Machines 
(SchedNumReqOutstanding) is 32. 

Resolution: Increase this value to 128. 

3. vMotion with RDM Availability 

Symptom:  RDM (Raw Device Mapping) data does not migrate. 

Cause:  As designed. 

Resolution:  Configure the RDM in virtual compatibility mode.  

4. Oracle CRS Bug 
Symptom:  Due to Oracle CRS (Cluster Ready Services) not taking on any new processes, the 

database is limited from spawning processes.  

Cause:  The maximum process value of the OHASD (Oracle High Availability Services) bin is 
too small if the CRS is started manually. 

Resolution:  Add “ulimit -u 16384” to ohasd and crswrap.sh.sbs. Refer to Oracle support 
Documentation ID 1594606.1 for additional details about the resolution. 

5. High Storage Bandwidth Utilization 
Symptom:  High storage bandwidth utilization  

Cause:  Bandwidth saturation due to backups 

Resolution:  Add more ISLs (Inter-Switch Links) in the trunk. 

16. Operation Support Awareness 
• Do not attempt to take a snapshot of any RAC nodes with shared RDMs. Doing so will cause VMs 

to power off. 
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• Storage vMotion does not work if there is shared disk. (See VMware KB #1005241 at 
http://kb.vmware.com/kb/1005241) 

• Storage vMotion works with RDMs when no disks are shared. However, any custom disk label and 
folder will be removed. 

• Hot Add or Delete Shared Disks without downtime. 

17. Results 
Virtualizing Oracle RAC simplified VMware IT’s footprint and resulted in enhanced resilience and 
efficiencies in both maintenance and support. In addition, a unified disaster recovery solution was 
achieved. 

The implementation of the virtual solution resulted in a reduction in hardware from 2 chassis and 15 hosts 
down to 1 chassis and 6 hosts. An associated hardware cost savings of 20% was realized as illustrated in 
the following diagram: 

 

 
The hardware that was freed up as a result of the virtualization was available to repurpose for other 
projects. In addition, once the business applications were 100% virtualized, the disaster recovery solution, 
leveraging VMware Site Recovery Manager (SRM), was simplified and improved. 

  

http://kb.vmware.com/kb/1005241
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A reduction of 60% was realized in the data center footprint as illustrated in the following table. This 
included a reduction in the physical servers, data center space, and electricity for power and cooling.  

 
Virtual EBS 5 node RAC database equaled or out performed its physical predecessor. In particular, after 
the virtualization, long-running concurrent jobs completed faster and read performance increased up to 
20% on some nodes. 

Reporting refresh was within the 2 hour SLA window and as a result of the Hardware Tech Refresh, the 
time to backup the 13TB database was reduced from 11 hours to 5 hours. 

In the words of Paul Chapman, Vice President, Global Infrastructure & Cloud Operations at VMware, 
“Fully virtualizing our Oracle RAC databases was both essential and highly beneficial. It’s an invaluable 
use case for VMware technology and a great proof point for our VoV program. It also speaks powerfully to 
the resiliency and performance of our vSphere product.” 
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18. Appendix A: References 
1. VMware vSphere distributed Switch Best Practices 

http://www.vmware.com/resources/techresources/10250 

2. VMFS Heap, PB Cache Slab, and Max Open Addressable Space: vSphere 2013 and Beyond 
https://wiki.eng.vmware.com/VMFS/AddrModesPBCacheAndHeapSizes#VMFS_Heap.2C_PB_Cac
he_Slab.2C_and_Max_Open_Addressable_Space:_vSphere_2013_and_Beyond 

3. Disabling simultaneous write protection provided by VMFS using the multi-writer flag (1034165) 
http://kb.vmware.com/selfservice/microsites/search.do?language=en_US&cmd=displayKC&externa
lId=1034165 

4. Oracle DB on VMware Best Practices 
http://www.vmware.com/files/pdf/partners/oracle/Oracle_Databases_on_VMware_-
_Best_Practices_Guide.pdf 

5. Oracle DB on VMware RAC Deployment Guide 
http://www.vmware.com/files/pdf/solutions/oracle/Oracle_Databases_VMware_RAC_Deployment_
Guide.pdf 

6. vSphere 5.5 Performance Best Practices 
http://www.vmware.com/pdf/Perf_Best_Practices_vSphere5.5.pdf 

7. Tuning VM for latency-sensitive workload 
http://www.vmware.com/files/pdf/techpaper/VMW-Tuning-Latency-Sensitive-Workloads.pdf 

8. Pre-installation requirements for 11gR2 
http://download.oracle.com/docs/cd/E11882_01/install.112/e10812/prelinux.htm 

9. Installing 11g R2 Grid infrastructure 
http://docs.oracle.com/cd/E11882_01/install.112/e22489/crsunix.htm#CWLIN315 

10. Oracle CRS Bug 17301761 The maximum process value of OHASD,BIN is too small if the CRS 
starts manually 
Oracle Support Documentation ID 1594606.1 

11. Adding a EBS application node when using a shared file system 
Oracle Support Note 233428.1, Section 5 
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19. Appendix B: Acronyms 
ASM Automatic Storage Management 
CCM Concurrent Manager 
CPD Continuing Product Development 
DR Disaster Recovery 
EBS E-Business Suite 
HA High Availability 
HRMS Human Resources Management System 
IDM Identity Management 
ISL Inter-Switch Link 
LOM LAN on Motherboard 
LRO Large Receive Offload 
LUN Logical Unit Number 
NAA Network Address Authority 
NIC Network Interface Card 
NUMA Non-uniform memory access 
OCR Oracle Cluster Registry 
OEL Oracle Enterprise Linux 
OHASD Oracle High Availability Services 
OLTP Online Transaction Processing 
PGA Program Global Area 
PoC Proof of Concept 
RAC Real Application Clusters 
RDM Raw Device Mapping 
RMAN Recovery Manager 
RPQ Request for Product Qualification 
SCSI Small Computer System Interface 
SGA System Global Area 
SNRO Schedule Number Requests Outstanding 
SOA Service Oriented Architecture 
SRM Site Recovery Manager 
TPS Transparent Page Sharing 
UUID Universally Unique Identifier 
VMDK Virtual Machine Disk 
VMFS Virtual Machine File System 
VMX VMware Configuration 
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